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Purpose. To provide a rational procedure for establishing regulatory
bioequivalence (BE) limits that can be applied in determinations of
scaled average BE for highly-variable (HV) drugs and drug products.
Methods. Two-period crossover BE investigations with either 24 or
36 subjects were simulated with assumptions of a coefficient of varia-
tion of 10, 20, 30, or 40%. The decline in the fraction of accepted
studies was recorded as the ratio of geometric means (GMR) for the
two formulations was raised from 1.00 to 1.45. Acceptance of BE was
evaluated by scaled average BE, assuming various BE limits, and, for
comparison, by unscaled average BE. A procedure for calculating
exact confidence limits in two-period studies is presented, and an
approximate method, based on the linearization of the regulatory
model, is applied.
Results. A mixed model is proposed for average BE. Accordingly, at
low variabilities, the BE limit is constant, ±BELo, generally log(1.25).
Beyond a logarithmic, limiting, “switching” variability (�o), in the
region of HV drugs, the approach of scaled average BE is applied
with limits of ±(BELo /�o). It is demonstrated that the performance
of the mixed model corresponds to these expectations. The effect of
�o and of the resulting BE limits is also demonstrated. Scaled average
BE, with all reasonable limits for HV drugs, requires fewer subjects
than an unscaled average BE. In two-period studies, the exact and
approximate methods calculating confidence limits yield very com-
parable inferences.
Conclusions. Scaled average BE can be effectively applied, with the
recommended limits, for determining the BE of HV drugs and drug
products. The limiting, “switching” variability (�o) will have to be
established by regulatory authorities.

KEY WORDS: highly-variable drugs; bioequivalence; scaled average
bioequivalence; mixed model for average bioequivalence; regulatory
limits; crossover designs.

INTRODUCTION

The problems of establishing bioequivalence (BE) for
highly variable (HV) drugs and drug products are well
known. It can be very difficult for these to satisfy the usual
regulatory requirement that the 90% confidence interval
around the estimated ratio of geometric means (GMR) of the
two formulations be between 0.80 and 1.25. The approach is
often referred to as the determination of average BE.

The frustrating problem of determining BE for HV drugs
has been considered in recent years, but mainly in the context
of individual BE. It was suggested in various studies (e.g.,1–
6), culminating in a guidance published by the Food and Drug

Administration (7), that a criterion recommended for indi-
vidual BE could be normalized (or “scaled”) by an estimated
variance. It was thought that scaled individual BE would re-
lieve the difficulties involving HV drugs. The evaluation of
both unscaled and scaled individual BE requires replicate-
design investigations that involve not two but three or, more
typically, four study periods.

However, several investigations have found that, in prac-
tice, individual BE has unfavorable properties, and numerous
objections have been raised to its implementation (e.g., 8–13).
An alternative approach has also been proposed, namely, that
scaling be applied not to individual but to average BE (3,14).
It was suggested that scaled average BE has more favorable
characteristics (i.e., with given risks, requiring fewer subjects)
than scaled individual BE. Moreover, scaled average BE
could be determined by both two- and four-period investiga-
tions. It was also noted (14) that the approach of scaled av-
erage BE is equivalent to expanding the BE limits as the
variability increases, an approach that had been suggested by
Boddy et al. (15).

The present communication focuses on the application of
scaled average BE for HV drugs and drug products. The main
purpose is to outline the procedures and alternatives for set-
ting BE limits for the analysis of HV drugs and thereby to lay
the groundwork for regulatory considerations. Attention was
recently called to the need for establishing such preset limits
(16). A secondary goal of the present study is to summarize
the calculations that are required for the evaluation of scaled
average BE.

METHODS

A summary of the notations used is provided in the Ap-
pendix.

A Mixed Model of Average BE: Unscaled and Scaled

Schall and Willams (4) recommended a mixed model for
individual BE. According to this, a constant-referenced (i.e.,
in effect, unscaled) criterion is applied when the (within-
subject reference) variability does not exceed a critical level
(�o), and a “reference-scaled” criterion (i.e., one scaled by the
within-subject reference variability) is used with higher than
the critical variability, i.e., for HV drugs (4–6). The scheme
has been implemented in an FDA guidance (7).

The approach can also be applied to a judicious mixture
of unscaled and scaled average BE. Thus, the usual criterion
of unscaled average BE prevails provided that drugs do not
have unusual properties, for instance, if they do not exhibit
high variability. Accordingly, under these conditions it is usu-
ally expected that the ratio of the geometric means (GMR) of
the test (T) and reference (R) formulations should be be-
tween BE limits, the magnitudes of which are set by regula-
tory agencies. The multiplicative BE limit is often set at the
value of 1.25:

0.80 � GMR � 1.25 (1)

Here and later, such statements of regulatory expectations do
not merely indicate the relationship between a regulatory
model and BE limits but imply that the indicated measure is,
together with its (usually 90%) confidence limits, within the
BE limits.
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In practice, BE is evaluated by calculating logarithmic
quantities. Thus, means and standard deviations of the loga-
rithmic data (� and �) are estimated. The usual criterion of
unscaled average BE is applied provided that drugs do not
exhibit high variability or have unusual properties otherwise.
Accordingly, as long as the variability (�) does not exceed a
preset magnitude (�o), the difference between the two loga-
rithmic means should be between the preset BE limits
(±BELo):

−BELo � �T − �R � BELo when � � �o (2)

The regulatory BE limit is generally BELo � log(1.25).
For HV drugs, when the preset magnitude of the vari-

ability is exceeded, both the difference between the logarith-
mic means and the regulatory BELo could be normalized
(scaled) by the variability. Thus, for HV drugs, evaluation of
scaled average BE is suggested:

−BELo��� � ��T − �R��� � BELo��� , when � > �o (3)

We propose these BE limits in order to be able to declare
either the prevalence or the lack of BE at the limiting vari-
ability of �o regardless whether an unscaled or a scaled aver-
age BE [Eq. (2) or (3)] is applied.

The suggested BE limits are then ±(BELo/�o). Here, �o

is to be preset by regulatory authorities. Possible alternatives
and their consequences are considered later.

Features of the mixed model for average BE are illus-
trated in Fig. 1. Figure 1A shows the suggested BE limits with
increasing variability. They remain set at BELo at low vari-
abilities. Beyond the limiting, “switching” variability of �o,
i.e., in the region of HV drugs, the BE limit for unscaled
average BE would expand in proportion to the variability,
and the proportionality factor is BELo/�o (Fig. 1A) (15).

Figure 1B illustrates the relationship between BE limits
and variability from the point of view of scaled average BE.
The scaled limits, if they were applied, would decrease in the
region of small variabilities. They reach their smallest values
at the “switching” variability of �o and, thereafter, in the
region of high variabilities, are set at the constant level of
BELo/�o.

Rationales for Applying Scaled Average BE

High Statistical Power of Decision

As discussed in the Introduction, the determination of
BE for HV drugs with the usual unscaled criterion is feasible
only if an unreasonably large number of subjects is studied. In
other words, if, say, 24 subjects are used in a study, the sta-
tistical power of testing for BE (i.e., the probability of its
acceptance) is very low. It can be expected that, for HV drugs,
the application of scaled average BE would yield a much
higher power of the correct decision when the two drug prod-
ucts are truly bioequivalent. This feature was demonstrated in
a preliminary investigation (14); its small illustration is pro-
vided later, and it will be explored in detail in the future.

A Special Case of Individual BE

The regulatory model for individual BE (5–7) examines
not only the deviation between the means of the two formu-

lations but also the difference between the corresponding
(logarithmic) intraindividual variances (�WT

2 − �WR
2) and

the importance of the subject-by-formulation (S*F) interac-
tion (�D

2). Consequently, the numerator of the model con-
tains three terms:

���T − �R�2 + �D
2 + ��WT

2 − �WR
2����W

2 � � (4)

where � is the regulatory limit for individual BE. The denomi-
nator is a “switch” between unscaled and scaled analyses or,
in the phrasing of the FDA guidance, between “constant-
scaled” and “reference-scaled” assessments. Accordingly, for

Fig. 1. Illustration of the mixed model for average BE. (A) Depen-
dence of BE limits for unscaled average BE on the variability. At
small variations, the BE limits are set by regulatory authorities at
±BELo [Eq. (2)]. Beyond the limiting, “switching” variability (�o), in
the region of HV drugs, the BE limits expand in proportion to the
variability [Eqs. (6) and (9)]. (B) Dependence of BE limits for scaled
average BE on the variability. At small variations, the scaled limits
would be large. They reach their lowest value of ±(BELo/�o) at the
“switching” variability and maintain this level at the higher variabili-
ties [Eq. (3)].
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drugs showing moderate variability, the denominator is con-
stant:

�W
2 = 0.4 when �WR

2 � �o
2

whereas for drugs with high variability,

�W
2 = �WR

2 when �WR
2 > �o

2

The value of the “switching” constant for high variability has
been defined, in this case, as �o � 0.20 (7). Consequently,
drugs and drug products have been regarded as being HV
when �WR

2 > 0.04; i.e., �WR > 0.20.
Scaled average BE can be algebraically considered as a

special case of scaled individual BE. If, for HV drugs, there is
no S*F interaction (�D

2 � 0 ) and the within-subject varia-
tions of the two drug products are the same (�WT

2 � �WR
2),

then the regulatory expression becomes

��T − �R�2��WR
2 � � (5)

This is equivalent to Eq. (3) given earlier for scaled average
BE when it is observed that, with the simplifying assumptions
of the special condition, �WR

2 � �2, and that � � (BELo/�o)2.
For HV drugs, the simplifying assumptions are reason-

able because, for these, the high variability is a property of the
drug and not of the drug products. More detailed consider-
ations are presented in the Discussion for the condition of
differing variabilities between drug products.

Scaled Average BE as the First Stage of Scaled
Individual BE

The regulatory condition for individual BE [Eq. (4)] is an
aggregate criterion: its numerator contains three terms that
correspond to the three targeted regulatory considerations.

The usefulness and effectiveness of an aggregate crite-
rion have been repeatedly called into question (e.g., 9–13).
Alternatively, a stepwise analysis could be perceived (13,17–
19). The equivalence of the two means would first be deter-
mined, followed by the evaluation of the similarity of the
within-subject variances, and, finally, the possible prevalence
of an S*F interaction would be tested.

In this scheme, then, the determination of scaled (and
also unscaled) average BE represents the first stage in the
evaluation of scaled (and also unscaled) individual BE.

Expanding BE Limits

Boddy et al. (15) recommended that, for HV drugs, the
BE limits (BEL) be widened in proportion to the standard
deviation (�). The suggestion can be generalized to yield the
determination of scaled average BE with the suggested BE
limits (Eq. 3).

The difference between the logarithmic mean � and its
confidence interval, for a metric (such as AUC) of the test (T)
and reference (R) formulations, is expected to be within the
BE limits:

−BEL � �T − �R � BEL (6)

The usual approach of (unscaled) average BE expects that the
BE limits are constant at a level set by the regulatory agencies
(BELo). The condition is to be applied for drugs that do not
have unusual properties, for instance, those that do not show
high variability. Consequently, unscaled average BE should

be applied up to a level of variability (�o), with the constant
BE limits:

BEL � BELo , when � � �o (7)

Therefore, with unscaled average BE, Eq. 2 follows:

−BELo � �T − �R � BELo when � � �o (2)

For HV drugs, Boddy et al. (15) recommended that the BE
limits be expanded in proportion to the variability:

BEL � k� (8)

where k is a constant of proportionality. As suggested above,
the proportional relationship between BEL and � should be
maintained, starting from the “switching” variability (i.e., for
HV drugs), and therefore:

BEL � (BELo/�o)�, when � > �o (9)

Consequently, the proportionality constant is:

k � BELo/�o (10)

This leads directly to the suggested expression for scaled av-
erage BE with its constant, preset regulatory limits:

−BELo/�o � (�T − �R)/� � BELo/�o , when � > �o

(3)

The BE Limits: Alternative Possibilities

Various definitions of HV drugs, with the corresponding
“switching” variabilities (�o), have been provided in different
contexts in the literature. These are presented below. In order
to apply scaled average BE, regulatory agencies will have to
define the limits, possibly one of those to be described.

�o = 0.20

As noted earlier, in applications of individual BE, a
“switching” variability of �o � 0.20 was recommended and
implemented for indicating HV drugs (7). Therefore, the cor-
responding BE limit for scaled average BE is ± ln(1.25)/0.20
� ±1.116.

�o = ln(1.25) = 0.223

Boddy et al. (15) used, by assuming type I and II errors of
5 and 10%, respectively, and a sample size of 24 in a two-
period study, k � 1.00 for the proportionality constant k in
Eq. (8). With this value, the “switching” variability is �o �
ln(1.25) � 0.223, and the limit for scaled average BE is ±
ln(1.25)/ln(1.25) � ± 1.00.

�o = 0.294 [at CVo = 30%]

In investigations of BE, HV drugs were defined to have
variabilities with a coefficient of variation exceeding CVo �
30% (20–22). Because the coefficient of variation (CV) is
related, approximately, to the standard deviation (�) of loga-
rithmic quantities by

CV = �exp��2� − 1]1/2 (11)

the “switching” variability is �o � 0.294, and the limit for
scaled average BE is ±ln(1.25)/0.294 � ± 0.759.

Statistical Evaluation of Scaled Average BE

Two approaches are presented for the statistical evalua-
tion of scaled average BE in two-period studies, i.e., for cal-
culating the confidence interval around the scaled difference
between the logarithmic means: an exact procedure based on
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the noncentral t distribution and an approximation that lin-
earizes the regulatory criterion.

Noncentral t Distribution

An exact procedure can be applied in two-period cross-
over investigations. This method recognizes that the esti-
mated ratio (d/s) of a mean of normally distributed observa-
tions from N subjects and the standard deviation follows a
noncentral t distribution with N − 2 degrees of freedom (df)
(23). In the present case, this distribution characterizes the
estimated ratio of the difference (d) between the logarithmic
means and the standard deviation (s) that is obtained from
the square root of the residual variance estimated in an analy-
sis of variance.

Consequently, the estimated measure of scaled average
BE, the scaled difference (d/s), follows a noncentral t distri-
bution with a noncentrality parameter of � � (N/2)1/2(d/s) and
degrees of freedom of df � N − 2. Therefore, a symmetric
90% confidence interval around the scaled difference is:

Tinv, 0.05(�, df) � d/s � Tinv, 0.95(�, df) (12)

where Tinv, �(�, df) is the inverse of the cumulative noncentral
t distribution at the � probability level.

In order to declare BE, the 90% confidence interval
should be between the limits of (N/2)1/2log(0.80)/�o and (N/
2)1/2log(1.25)/�o.

Linearization of the Regulatory Criterion

Tothfalusi et al. (14) described a procedure for calculat-
ing the confidence limits for scaled average BE. The method
linearizes the regulatory criterion [Eq. (3)], evaluates the dis-
tribution of each resulting linear term, and determines the
length of the confidence interval. The approach can be ap-
plied to both two- and four-period crossover studies. The
method reformulates the linearizing procedure of Hyslop et
al. (24), which was developed for calculating the confidence
limits for unscaled and scaled individual BE.

Simulations

A program was written for the simulation of two-period
crossover studies. Fortran 90 language was used (Visual For-
tran, version 6.1, Compaq, Houston, TX) together with the
relevant statistical subroutines from the IMS library (Visual
Numerics, Sugar Land, TX).

The simulations assumed that the BE studies were per-
formed with either 24 or 36 subjects. The simulating coeffi-
cients of variation (CVs) ranged from 10 to 40%, and lognor-
mally distributed kinetic parameters were assumed. The true
deviation between the logarithmic means was set at various
values starting from zero (indicating actual BE) and gradually
rising to increasing deviations from true BE; thus, the simu-
lated GMR values were between 1.00 and 1.45. The simula-
tions covered a wide range of conditions encountered in prac-
tice, and 15,000 simulations were performed under each con-
dition.

RESULTS

Performance of Scaled Average BE

Figure 2 illustrates the proportion of two-period cross-
over studies that are accepted when evaluated by scaled av-

erage BE. The simulated ratio of the two geometric means
(GMR) is 1.00 on the left-hand side, indicating true BE. GMR
then gradually increases, and thereby the deviation from BE
rises.

The performances of three “switching” variabilities and
of the corresponding BE limits, introduced in the section on
Methods are shown. As expected, the highest proportions of
accepted BE studies are observed with the smallest of the
investigated “switching” variabilities (�o � 0.20), i.e., with
the widest BE limit of ±1.116. In turn, the lowest proportions
of acceptance are recorded with the largest “switching” vari-
ability (�o � 0.294 corresponding to CVo � 30%), i.e., with
the narrowest BE limit of ±0.759. These results could be an-
ticipated. Still, they underscore that regulatory agencies will
have to select the appropriate BE limits in the future.

Figure 2 also demonstrates that unscaled average BE
yields much lower proportions of accepted BE studies than
scaled average BE even when the narrowest of the investi-
gated BE limits is considered for the latter. Notably, the cor-
rect acceptances of BE by scaled average BE are, at the con-
dition of true bioequivalence (GMRs � 1.00), 94.4, 88.1, and
58.7% when switching variabilities of �o � 0.200, 0.223, and
0.294, respectively, are applied. By contrast, unscaled average
BE accepts only 24.7% of the studies under the same condi-
tion of GMRs � 1.00. Thus, under the conditions of the simu-
lations (n � 24, CVs� 40%), the very unfavorable perfor-
mance of unscaled average BE is stressed again for the evalu-
ation of HV drugs.

Effect of Variation on the Performance of the Mixed
Model for Average BE

Figure 3 illustrates the percentage of BE studies accepted
by three methods: (1) unscaled average BE, (2) scaled aver-
age BE, and (3) the mixed approach for determining average
BE. Acceptances of BE at various levels of GMRs and pooled
coefficients of variation (CVs � 10, 20, 30, and 40%) are
shown. A limiting, switching variability of �o � 0.20 was

Fig. 2. Percentage of accepted BE studies at various ratios of the
geometric means (GMR). Two-period crossover investigations with
24 subjects were simulated. Variability with a coefficient of variation
of 40% was assumed. Characteristics of scaled average BE with vari-
ous assumed “switching” variabilities [�o � 0.20, log(1.25) � 0.223,
or 0.294 (for CVo�30%)] with the corresponding BE limits (1.116,
1.000, or 0.759, respectively) are illustrated. Acceptances by unscaled
average BE are also shown for comparison.
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assumed in these demonstrations, and therefore, the BE limit
is ±ln(1.25)/0.20 � 1.116.

At high variations (CVs � 30% and 40%), unscaled av-
erage BE yielded substantially lower acceptance than scaled
average BE. At these levels of variation, the performance of
the mixed model was similar to that of scaled average BE.

In contrast, at low variation (CVs � 10%), acceptances
by unscaled average BE strongly exceeded those yielded by
scaled average BE. The performance of the mixed procedure
was nearly identical to that of unscaled average BE.

When the variation was similar to the switching variabil-
ity (CVs � 20% with �o � 0.20), the three procedures also
yielded similar acceptances of BE.

Figure 4 presents additional results obtained in simulated
crossover studies with 36 subjects. Other conditions were
similar to those provided for Fig. 3, but the arrangements and
analyses were more limited. When the simulated variation
was similar to the switching variability (CVs � 20%), the
scaled and unscaled average BE yielded similar acceptances.
At increasing variations, however, the deviation between the
results of the two procedures spread: at a given GMRs, ac-
ceptances obtained by scaled average BE rose, and those cal-
culated by unscaled average BE decreased as the variability
increased.

Statistical Evaluation of Scaled Average BE

Results obtained by two methods, which calculate the
BE limits for scaled average BE, are compared in Table I.
The proportions of accepted two-period crossover BE studies
are shown at various ratios of the geometric means.

The approximate procedure, based on the linearization
of the regulatory model (14,24), and the exact method, ap-
plying the noncentral t distribution, yield very similar results
with calculated acceptances of BE deviating by less than 0.6%
under the investigated conditions. Therefore, it is reasonable
to use either approach in evaluations of two-period investi-
gations. In analyses of replicate-design studies, only the lin-
earizing procedure can be applied.

DISCUSSION

The usefulness of the approach of scaled average BE for
determining the bioequivalence of HV drugs and drug prod-
ucts was demonstrated earlier (14). The present report de-
fines the principles for setting the BE limits when this ap-
proach is applied. It calls attention to the importance of the
“switching” variability (�o), the limiting condition between
the uses of unscaled and scaled average BE. The application

Fig. 3. Percentage of simulated two-period crossover studies in which BE was accepted
by three procedures: scaled average BE (filled squares), unscaled average BE (filled
circles), and the mixed approach to average BE (open squares). Four levels of pooled
coefficients of variation were simulated: CVs � 10, 20, 30, and 40%. BE was evaluated
at several levels of GMRs between 1.00 and 1.45. At CVs � 10 and 20%, the results for
the mixed approach almost completely overlapped with those obtained for unscaled
average BE. Crossover studies with 24 subjects were simulated. A switching variability
of �o � 0.20 was assumed for the calculation of the BE limit.
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of �o determines a mixed model for average BE that parallels
the mixed model recommended and is implemented for indi-
vidual BE (4–7).

The magnitude of �o defines the BE limits and will have
to be established by regulatory authorities. The effects of
different values are illustrated (Fig. 2). The value of �o

strongly affects the properties of BE determination, notably
the producer risk. [The producer risk is the probability of
rejecting BE when the two products are in fact bioequivalent,
i.e., when GMRs � 1.00.] �o and the resulting BE limits affect
also the permissiveness of BE evaluation, i.e., the magnitude
of GMR (or the deviation between the logarithmic means)
that is tolerated for a given consumer risk.

As anticipated, for HV drugs (with large pooled varia-
tions), acceptances of BE are higher when scaled rather than
unscaled average BE is applied (Figs. 3 and 4). In turn, un-
scaled average BE yields higher acceptances when the pooled
variation is small. Acceptances by the mixed approach of av-
erage BE are similar to those yielded by the dominant pro-
cedure, unscaled or scaled average BE at low or high varia-
tions, respectively (Fig. 3).

The mixed model of unscaled and scaled average BE
[Eqs. (2) and (3)] is stated in terms of (logarithmic) means,
standard deviations, and the BE limits. However, it is recog-
nized that regulatory criteria imply that not only the indicated
measures but also their confidence intervals should be within

the BE limits. Therefore, the given rationales for applying
scaled average BE should be expanded.

At the limiting, “switching” variability of �o, both un-
scaled and scaled average BE should yield the same conclu-
sion, the same probability for accepting BE. The difference
between the logarithmic means (�T − �R) may be assumed to
follow a normal distribution. As discussed, the scaled differ-
ence [(�T − �R )/�] can be characterized in two-period studies
by a noncentral t distribution. However, with sufficiently large
number of subjects (e.g., n � 24 as demonstrated in Table I,
or larger), the distribution can be approximated by a normal
distribution. Consequently, the probabilities of satisfying the
criterion of Eq. (2) for unscaled average BE are in accord
with the probabilities for the criterion of Eq. (3) of scaled
average BE at the corresponding limits of ±BELo and
±(BELo/�o). The argument of corresponding normal prob-
abilities for unscaled and scaled average BE, at their sug-
gested BE limits, can be applied with large samples, also to
replicate-design studies.

Indeed, the preceding presentations, statements, and
conclusions on the application of scaled average BE and its
limits apply equally (with the exception of calculations by the
noncentral t distribution) to two-period and replicate-design
crossover studies. This conclusion was reached earlier (14).
Thus, although demonstrations in the present report were
performed, for the sake of simplicity, by assuming two-period
studies, the conclusions also apply to replicate-design inves-
tigations. The main difference between the calculations for
the two designs is in the estimation of the variance (�2). In
two-period investigations, the residual variance of an analysis
of variance is used for this purpose. In replicate-design stud-
ies, the scaling variance is that for within-subject variation of
the reference formulation. These investigations enable the
estimation of the intraindividual variances of both formula-
tions and of the subject-by-formulation interaction. These es-
timates are required in calculations of the confidence limits
for scaled average BE by applying the approach of Hyslop et
al. (14,24). It is worth noting that Patterson et al. (25) recently
recommended the application of replicate designs when un-
scaled average BE is used.

Thus, in two-period BE studies, the normalizing term is
based on a residual variation that is estimated in an analysis of
variance. This residual variance is a pooled quantity, a com-
posite of the within-subject variations of both the test and
reference products as well as the subject-by-formulation in-
teraction. The separation of these components could be in-
tended, for instance, when two drug products are expected to
have different variations. The separation could be accom-
plished in replicate-design studies. However, the ratio of the
two within-subject variances could also be obtained from the
results of two-period crossover studies (9).

As noted in the Methods section, the regulatory model
for scaled average BE [Eq. (3)] can be obtained as a special
case of the model for scaled individual BE [Eq. (4)]. It is
important, however, that the two models, and resulting BE
criteria, are distinct in principle and operationally. In fact, the
main goal of the present communication is to provide a ra-
tional basis for establishing BE limits for scaled average BE.
These limits are not related to the BE limits recommended
for scaled individual BE (7). Generally, the relationship be-
tween scaled average and scaled individual BE parallels the
distinction between unscaled average and unscaled individual

Table I. Acceptance of BE (in %), with Two Procedures, of Bio-
equivalence by Scaled Average BE in Two-Period Studiesa

GMRs Noncentral T Linearization

1.00 58.35 58.93
1.05 54.35 54.90
1.15 30.92 31.45
1.25 11.65 11.92
1.35 3.01 3.11
1.45 0.55 0.55

a The following conditions were assumed: N � 24, CVs � 40%.

Fig. 4. Percentage of simulated two-period crossover studies with 36
subjects in which BE was accepted by the method of either unscaled
or scaled average BE. Several levels of GMRs and three levels of the
pooled coefficient of variation, CVs � 20, 30, and 40%, were simu-
lated. A switching variability of �o � 0.20 was assumed.
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BE. Thus, the concept of scaled average BE can be directly
interpreted, outside the framework of individual BE.

Comparison of the effects of two treatments is a common
challenge in the analysis of clinical studies. However, there is
no universally accepted measure that would quantify the bio-
logic impact, the substantive impressiveness, and the clinical
significance of the difference. Cohen (26) proposed that the
standardized effect size (the difference between the drug ef-
fects divided by a standard deviation) could usefully reflect
the impact of the difference. The measure could be effectively
applied in medical settings, particularly when the assumption
of lognormality is reasonable (27). Consequently, the method
of scaled average BE actually evaluates a standardized effect
size and has thus an intuitive, medically accepted interpreta-
tion.

The approaches of expanding BE limits (15) [Eqs. (6),
(8), and (9)] and scaled average BE [Eq. (3)] yield closely
similar inferences (14). However, the limits of the latter
method are set by the regulatory authorities and remain con-
stant, whereas the expanding BE limits have to be estimated
from the data and depend on magnitude of the evaluated
variability. Therefore, the procedure of scaled average BE is,
in principle, preferable.

The acceptances of two-period BE studies showed good
agreement when they were calculated by the approximating
linearized regulatory model [based on the method of Hyslop
et al. (24)] and by the exact procedure involving noncentral t
distribution of the scaled difference between the logarithmic
means (Table I). This observation substantiates the useful-
ness and appropriateness of the approximating method in
two-period investigations. The conclusion is encouraging be-
cause it suggests the effective application of the linearizing
procedure in replicate-design studies (14,24) for which the
alternative method is not available. Indeed, Hyslop et al. (24)
demonstrated favorable statistical properties, such as good
coverage of the confidence interval, with their approach.

In summary, it is suggested, for a variety of reasons, and
demonstrated that the approach of scaled average BE with
the suggested regulatory limits represents a reasonable ap-
proach for determining the BE of HV drugs and drug prod-
ucts. A mixed model is proposed for assessments of average
BE, which would parallel the mixed model used for individual
BE. Accordingly, at low variabilities, up to a limiting, “switch-
ing” value of �o, the currently applied unscaled average BE
would be evaluated with limits of ±BELo [generally
log(1.25)]. At variabilities exceeding �o, scaled average BE
would be used with recommended BE limits of ±(BELo/�o).
The value of �o will have to be set by regulatory authorities.
Unscaled and scaled average BE can be determined from
both two-period and replicate-design investigations.
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APPENDIX

Symbols

d Difference between logarithmic means
df Degrees of freedom

k Proportionality constant between bioequivalence limit
and logarithmic standard deviation

s Estimated standard deviation
BE Bioequivalence
BEL Logarithmic bioequivalence limit
CV Coefficient of variation
FDA Food and Drug Administration
GMR Ratio of geometric means of test and reference formu-

lations
HV Highly variable
N Number of subjects
S*F Subject-by-formulation (interaction)
� Probability level
� Noncentrality parameter
� Logarithmic mean
� Logarithmic standard deviation
� Regulatory limit for individual bioequivalence

Subscripts

o For switching measure (BEL, CV, or �) separating con-
ditions for unscaled and scaled average or individual bio-
equivalence

s For simulated value of a measure (CV or GMR)
D For subject-by-formulation interaction
R For reference formulation
T For test formulation
W For scaling variance (�2) in the denominator of the

model for individual bioequivalence
WR For within-subject variance (�2) of the reference formu-

lation
WT For within-subject variance (�2) of the test formulation
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